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Large Language Models

@ Large Language Models (LLM) received increasing attentions in recent
years

@ Many Natural Language Processing (NLP) tasks have been greatly
improved

@ Pretrainig is widely used to train LLM and are finetuned on downstream
NLP tasks (such as summarization, QA, etc.)

o BERT (Bidirectional Encoder Representations from Transformer) series,
T5 (Text-to-Text Transfer Transformer), and GPT (Generative Pretrained
Transformer) series are representative pertrained LLM

@ Three types of architectures: 1) encoder-only (BERT), 2)
encoder-decoder (T5), 3) decoder-only (GPT)

e Two training strategies: 1) pretraining-finetuing (BERT & T5), and 2)
pure generative (GPT)
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Timeline of Generative Large Language Models
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Timeline of Generative Large Language Models
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Fig. 1. A timeline of existing large language models (having a size larger than 10B) in recent years. We mark the open-source LLMs in yellow color.
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BERT: Bidirectional Encoder Representations from Transformer

WordPiece Tokenizer

o BERT uses WordPiece Tokenizer split words either into the full forms

@ For instance, given the following words and their frequencies in the
training set

("hug", 10) s (upugn, 5) s ("pun",12) s ("bun", 4) s ("hugs", 5)
@ The initial splitting will be

("h" "##u" u##gu, 10)’ (upn "##u" Il##gll’ 5)’ (Ilpll "H#u"
Il##nll’ 12)’ (llbn ll##uﬂ "##n", 4), (llhll Il##ull ll##gll II##SH’ 5)

@ The pair of wordpieces are gradually merged. Instead of selecting the most
frequent pair, WordPiece computes a score for each pair as follows

frequency of pair
frequency of first element x frequency of second element

score =

@ The most frequent pair is ("##u", "##g") (20 times), but "##u" is very
high so its score it not high

o Instead, the first merge is ("##g", "##s") — ("##gs")
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BERT: Bidirectional Encoder Representations from Transformer

WordPiece Tokenizer

o Add "##gs" to the vocabulary and apply the merge in the words of the
corpus

Vocabulary: ["b" , "h", npu s n##gn , "##n", "##s", "##u", u##gs u]
COerSZ (Ilhll R "##g" ) 10) s (Ilpll NaH " u##gu s 5) s (npu "
"##n" s 12) s (Ilbll "##u" "##n" s 4) , (nhu "#H#u" u##gsu s 5)

@ The next merge ("h", "##u") — "hu" (all pairs of X 4+ "##u" end up
the same score)

. n n n n n n n n n n n n n n n n
Vocabulary: ["b", "h", "p", "##g", "##n", "##s", "##u", "##gs",
"hu"]

COerS: ("hu" u##gu’ 10)’ (llpll ||##u|| Il##gll’ 5)’ (Ilpll u##uu n##nu,
12)’ ("b" Ny "##n", 4)’ ("hll" "##gS", 5)
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BERT: Bidirectional Encoder Representations from Transformer

WordPiece Tokenizer

@ The next merge is ("hu", "##g")

Vocabulary: [llbll’ Ilhll’ Ilpll’ n##gn, "##Il", ll##sll’ Il##ull’ n##gsn’
"hu", "hug"]

COerS: ("hug", 10)’ (npu Il##ull u##gn’ 5)’ (Ilpll ||##u|| II##nll’ 12)’
(Ilbll "##u" Il##nll’ 4), (llhull II##gSII’ 5)

@ Given the vocabulary, WordPiece finds the longest subword that is in the
vocabulary, then splits on it
Ilhugsll _> [Ilhugll "##S"]
Ilbugsll — [Ilbll "H##u "##gS"]
@ When the tokenization gets to a stage where it's not possible to find a
subword in the vocabulary, the whole word is tokenized as unknown
n [UNK] ]

"bums" — [nbn "H#a" " [UNK] n:l
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BERT: Bidirectional Encoder Representations from Transformer

WordPiece Tokenizer

o corpus = [ "This is the Hugging Face Course.",
"This chapter is about tokenization.",
"This section shows several tokenizer algorithms.",
"Hopefully, you will be able to understand how they are
trained and generate tokens." ]

o Initial vocabulary = [’##a’, ’*##b’, ’##c’,  ##d’>, ’#i#te’, '#H#f’,
Vb, C##h, C##IC, C#K, O##1, C##m0, #En’, ##o’,
YHEDT, CH#TY, C##s’, CH#HH#TY, C##w, C##v, C#Iw, CH##y,
)##Z)’ 7’), ).)’ )C)’ )F), )HJ, )T}, )a7, Jb), )C), Jg)’ )hl’
)i)’ IS)’ )t)’ )ui’ )wJ’ )y)]

o After WordPiece tokenization, Vocabulary = [[? [PAD]’, ’[UNK]’,
>[CLS]’, ’[SEP]’, ’[MASK]’, ’##a’, ’##b’, ’#i#c’, *##d’,
YHte’, TH#L, C##g’, CH#H#DY, C#H#L, C#H#k’, CH##D, ##m’,
Y#n’, ##to’, ##tp’, C##r’, C#i#ts’, C##t’, ‘##w’, ##v,
T, ##y’, C##z, 0,0, ., °Cc’, ’F’, "W, 'T’, ’a’, ’b’,
’C’, ;g)’ ’h’, ’i’, )SJ, ’t’, xu:, JWJ, :y)’ JabJ, ’##fu’,
’Fa’, ’Fac’, ’##ct’, ’##ful’, ’##full’, ’##fully’, ’Th’,
>ch’, ’##hm’, ’cha’, ’chap’, ’chapt’, ’##thm’, ’Hu’, ’Hug’,
"Hugg’, ’sh’, ’th’, ’is’, ’##thms’, ’##za’, ’##zat’, ’##ut’]]
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BERT: Bidirectional Encoder Representations from Transformer

WordPiece Tokenizer

"This is the Hugging Face course!"
3
[’Th’, *##i’>, ’#i#s’, ’is’, ’th’, ’#ite’, ’Hugg’, ’##i’, ’##n’,
‘##tg’, ’Fac’, ’##e’, 'c’, ’#ito’, #i#u’, ‘##r’, ‘#i#s’, ’#ite’,
> [UNK] °]

@ Introducing WordPiece tokens can effectively mitigate the problem of Out
of Vocabulary (VVO)
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BERT: Bidirectional Encoder Representations from Transformer

BERT: Bidirectional Encoder Representations from Transformers

@ BERT pretrains a bidirectional transformer with two tasks

o Masked Language Modeling (MLM)
o Next Sentence Prediction (NSP)

@ When given a new task, the same network architecture is finetuned on new
tasks

NSP Mask LM Mask LM \ /@ MAD Start/End Spam
<r *

BERT Bt BERT
T el Gl bl & el Toal

T —C—r
T I T I

Masked Sentence A Masked Sentence B Question Paragraph
~ @«
Unlabeled Sentence A and B Pair Question Answer Pair

Pre-training Fine-Tuning
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BERT: Bidirectional Encoder Representations from Transformer

BERT: Bidirectional Encoder Representations from Transformers

o BERT adopts a multi-layer bi-directional transformer architecture

@ |t adopts two scales in the original paper:
BERTBasg : L=12,H =768, A =12, Total Parameters = 110M
BERTpLArcE : L =24, H = 1024, A = 16, Total Parameters = 340M

@ L - number of transformer layers, H - hidden dimension, A - number of
attention heads. FFN has 4H dimensions.

o Input Representation:

(o) () (o) ()

Input

Token
Embeddings

Segment
Embeddings

+ -+ + -+
Position

@ WordPiece tokens from a 30,000-token vocabulary + learnable positional
embeddings supporting a maximum of 512 input tokens

@ A special "[CLS]" token at the beginning for classification-based tasks,
which is not used for non-classification tasks
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BERT: Bidirectional Encoder Representations from Transformer

BERT: Bidirectional Encoder Representations from Transformers

@ Two ways to distinguish sentences: 1) "[SEP]" token to separate multiple
input sentences; 2) learnable sentence tokens E4 and Ep

@ For single-sentence input, only E 4 is used. Pretraining tasks is the key
novelty.

o Masked Language Modeling (MLM). Mask out 15% of tokens and
replace them as [MASK] tokens in the input sequence and require the
transformer to reconstruct the original words/tokens at the topmost layer

@ However, there is pretrain-finetune inconsistency: one will never see a
[MASK] token during finetuing

o Dataloader

e 80% inputs use [MASK] to replace 15% words, e.g., my dog is hairy —
my dog is [MASK]

e 10% inputs use random words to replace 15% words, e.g., my dog is
hairy — my dog is apple

e 10% inputs keep the words unchanged, e.g., my dog is hairy — my dog
is hairy

@ The transformer encoder doesn’'t know which words have been replaced
and is therefore forced to encode context of each token. Only
15% x 10% = 1.5% words are randomly replaced, which doesn't affect the
context encoding
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BERT: Bidirectional Encoder Representations from Transformer

BERT: Bidirectional Encoder Representations from Transformers

o Next Sentence Prediction (NSP): Question Answering (QA) and Natural
Language Inference (NLI) require understanding inter-sentence relations
@ Two masked sentences A and B are input into the BERT model.

@ 50% of the time B is the actual next sentence that follows A (labeled as
IsNext), and 50% of the time it is a random sentence from the corpus
(labeled as NotNext)

@ During pretraining, the [CLS] token is used to perform binary
classification IsNext or NotNext

@ Examples
Input = [CLS] the man went to [MASK] store [SEP] he bought a
gallon [MASK] milk [SEP]
Label = IsNext

Input = [CLS] the man [MASK] to the store [SEP] penguin
[MASK] are flight ##less birds [SEP]

Label = NotNext
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BERT: Bidirectional Encoder Representations from Transformer

BERT: Bidirectional Encoder Representations from Transformers

@ BERT has shown impressive improvements on various NLP tasks

Class Class
Label Label

(=0 B

Sentence 1 Sentence 2 Single Sentence
(a) Sentence Pair Classification Tasks: (b) Single Sentence Classification Tasks:
MNLI, QQP, QNLI, STS-B, MRPC, SST-2, ColA
RTE, SWAG
Start/End Span

Question Paragraph Single Sentence
(c) Question Answering Tasks: (d) Single Sentence Tagging Tasks:
SQUAD v1.1 CoNLL-2003 NER
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T5: Text-to-Text Transfer Transformer

T5: Transfer Text-to-Text Transformer

@ T5 also adopts the pretraining-finetuning paradigm but it converts all NLP
tasks into text-to-text tasks

[ “translate English to German: That is good."

"Das ist gut."

"not acceptable”

"cola sentence: The
course is jumping well."

"stsb sentencel: The rhino grazed
on the grass. sentence2: A rhino
is grazing in a field."

“summarize: state authorities
dispatched emergency crews tuesday to
survey the damage after an onslaught

of severe weather in mississippi..”

"six people hospitalized after
a storm in attala county."

@ Even for regression tasks, it also directly outputs texts. For instance, for
Semantic Textual Similarity Benchmark task, it outputs scores with an
interval of 0.2 in the range of [1, 5]

@ For architecture, T5 adopts the architecture of bidirectional encoder +
masked-attention decoder
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T5: Text-to-Text Transfer Transformer

Extensive Search of the Pretraining Task

@ T5 searches the optimal unsupervised objectives

Corruption Corrupted
High-level Corruption rate span length
approaches strategies
10% ] 2 ]
e
modeling
15% 3 }
Replace
[ BERT-style o
25% 5
[Deshufﬂing] Drop J
50% ] 10 ]

@ High-level objectives: BERT-style is optimal

Prefix language modeling ~ Thank you for inviting me to your party last week
BERT-style Thank you (M){M) me to your party apple week. (original text)
Deshuffling party me for your to . last fun you inviting week Thank  (original text)
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T5: Text-to-Text Transfer Transformer

Extensive Search of the Pretraining Task

@ T5 search the optimal unsupervised objectives

Corruption Corrupted
High-level Corruption rate span length
approaches strategies
i 9 10% ] 2 J
Langugge Mask
modeling
15% 3
Replace
[ BERT-style spans
25% 5
[ Deshuffling ] Drop ]
50% ] 10 ]

o Corruption: 1) masking, 2) replacing span, 3) dropping. Replacing span
gives the optimal results.

noise, mask tokens ~ Thank you (M) (M) me to your party (M) week.  (original text)
noise, replace spans  Thank you (X) me to your party (Y) week. (X) for inviting (Y} last (Z)
noise, drop tokens Thank you me to your party week for inviting last
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T5: Text-to-Text Transfer Transformer

T5 Pretraining Task

Original text

Thank you fef inviting me to your party [asf week.

Inputs.
Thank you <X>= me to your party <v- week.

Targets
<x= for inviting <v= last <z>

Figure: T5 model's pretraining task of replaceing span.
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T5: Text-to-Text Transfer Transformer

Pretraining Datasets

@ Common Crawl corpus contains petabytes of data collected over 12 years
of web crawling. The corpus contains raw web page data, metadata
extracts and text extracts (20TB raw text data every month)

@ The authors clean the data and object Colossal Clean Crawled Corpus
(C4) dataset

o Clean strategies:

o Retaining lines that ended in a terminal punctuation mark (i.e. a period,
exclamation mark, question mark, or end quotation mark).

o Discarding any page with fewer than 5 sentences and only retained lines
that contained at least 3 words.

o Removing any page that contained any word on the “List of Dirty, Naughty,
Obscene or Otherwise Bad Words"

o Many of the scraped pages contained warnings stating that Javascript
should be enabled so we removed any line with the word Javascript.

o Remove pages with placeholder “lorem ipsum” text; we removed any page
where the phrase “lorem ipsum” appeared

e Some pages inadvertently contained code. Since the curly bracket “{"
appears in many programming languages (such as Javascript, widely used
on the web) but not in natural text, they removed any pages that contained
a curly bracket.

o To deduplicate the data set, they discarded all but one of any
three-sentence span occurring more than once in the data set
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T5: Text-to-Text Transfer Transformer

Pretraining-finetuning

[President Franklin <M> born <M> January 1882.

D. Roosevelt was <M> in ]

believe her eyes <M>
piece <M> she had ever

peaches are <M> at our

had brought the largest <M> of

Lily couldn't <M>. The waitress
chocolate cake <M> seen.

Our <M> hand-picked and sun-dried
<M> orchard in Georgia.

President Franklin D.
Roosevelt was born
in January 1882.

Pre-training

Fine-tuning
When was Franklin D.
Roosevelt born?

@ Unsupervised pre-training is optimal and is comparable with multi-task
supervised pretraining and achieved SOTA performances on multiple
downstream tasks

Training strategy GLUE CNNDM SQuAD SGLUE EnDe EnFr EnRo

* Unsupervised pre-training + fine-tuning ~ 83.28 19.24 80.88 71.36 26.98 30.82 27.63

Multi-task training 81.42 19.24 79.78 67.30 25.21  36.30  27.76
Multi-task pre-training + fine-tuning 83.11 19.12 80.26 71.03 27.08 3980 28.07
Leave-one-out multi-task training 81.08 19.05 79.97 71.68 26.93 30.79 27.87
Supervised multi-task pre-training 79.93 18.96 T7.38 65.36 26.81 40.13 28.04
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GPT: Generative Pretrained Transformer

GPT: Generative Pretrained Transformer

o GPT is a decoder-only and autoregressive (AR) language model, while
BERT is an autoencoding language model

o GPT is a left-to-right model that can be used without finetuning while
BERT is a bi-directional model that has to be finetuned for generative

tasks
Model | Release Time | # Params | Pretrain Data
GPT-1 June 2018 117M ~5 GB
GPT-2 Feb. 2019 1.5B 40 GB
GPT-3 May 2020 17.5B 45TB

@ GPT-1 performs unsupervised pretraining. Given an unlabeled sentence
U = {u1,...,us}, the objective is to maximize the log likelihood

Li(U) = ZlogP(ui | Uik, ., ui-1;0),

where k is the sliding temporal window size, P denotes the probability, ©
are model parameters, which are optimized via SGD
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GPT: Generative Pretrained Transformer

Byte-Pair Encoding tokenization

@ Byte-Pair Encoding (BPE) was initially developed as an algorithm to
compress texts

o It is used by quite a few Transformer models, including GPTs, RoBERTa,
BART, DeBERTa, etc.

@ For generating the vocabular, given the following words with their
frequencies
("hug", 10), ("pug", 5), ("pun", 12), ("bun", 4), ("hugs", 5)

@ The initial splitting is
("h" "u" "g", 10), ("p" "u" "g", 5), ("p" "u" "n", 12), ("b"

"y" "a", 4), ("h" "u" "g" "s", 5)

@ The pair of highest frequencies are iteratively merged and added into the
vocabulary until a target size of the vocabulary is achieved

@ The first merge is ("u", "g") — "ug"

Vocabulary: ["b", "g", "h", "Il", "P", "S", " s nugu]
Corpus: (llhll uugn s 10) s (Ilpll llugll s 5) s (llpll "11" ||n|| s 12) s (Ilbll
" "t s 4) ) ("h" "ug" ngn s 5)
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GPT: Generative Pretrained Transformer

Byte-Pair Encoding tokenization

@ Next merge is ("u", "n") — "un"

Vocabulary: ["b", "g", "h", unn’ npu’ "S", D@ nugu’ "un"]
Corpus: (nhu uugn, 10), (npn nugn’ 5)’ (npu uunu, 12), (nbn
uunn, 4)’ (uhn nugu "S", 5)

o Next merge is ("h", "ug") — "hug"

Vocabulary: ["b", ugn’ "h", unn’ npn’ "S", D@ nugu’ "un",
"hug"] Corpus: (“hug", 10)’ (upn nugu, 5)’ (npn nunn’ 12)’ ("b"
uunn, 4), (uhugn "S", 5)
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GPT: Generative Pretrained Transformer

Byte-Pair Encoding tokenization

o Example

corpus = [ "This is the Hugging Face Course.",

"This chapter is about tokenization.",
"This section shows several tokenizer algorithms.",

"Hopefully, you will be able to understand how they are trained
and generate tokens." ]

@ Pre-tokenization

Raw word frequencies

{’This’: 3, 1Gis’: 2, ’Gthe’: 1, ’CHugging’: 1, ’GFace’ : 1,
’GCourse’ : 1, ?.’: 4, ’Gchapter’: 1, ’Gabout’ : 1,
’Gtokenization’: 1, ’Gsection’: 1, ’Gshows’ : 1, ’Gseveral’:

1, ’Gtokenizer’: 1, ’Galgorithms’: 1, ’Hopefully’: 1, ’,’: 1,
’Gyou’: 1, )Gwill? : 1, 'Gbe’ : 1, ’Gable’ : 1, 'Gto’ 1,
’Gunderstand’ : 1, > Ghow? : 1, ’Cthey’: 1, *Gare’: 1,
’Gtrained’ : 1, ’Gand’ : 1, ’Ggenerate’: 1, ’Gtokens’: 1 }

v
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GPT: Generative Pretrained Transformer

Byte-Pair Encoding tokenization

@ Initial vocabulary
{’<|endoftext\>’, ;’)’ ;.)’ ’C’, ’F’, ’H’, )T;, ;a7, ’b,,
)C), )d), )e), )f}, )g’, )h)’ )iJ’ )k)’ )13, Jmi’ Jnl, Jo),

7p7’ 7r)’ Is)’ It)’ )u), )V), )w), )y), )Z), )c]}

o Determine the pair to be merged: ('G, 't') — 'Gt’

()TJ, JhJ): 3’ (’h], )i]): 3, (7i)’ ’S’): 5’ ()G), )i)):
2, (°G’>, ’t’): 7, CCt’, ’h’): 3

@ Eventually, 19 merge rules are learned
()G;, ’t’)—)’Gt’, (’i’, ;s7)_>)is)’ (7e7’ 7r7)_>;er;, (7G;,
)aJ)A))Ga)’ (JGt)’ )0))4))Gt0” ()e), )n))g))enJ’ ()T’,
’h’)—’Th’, (°Th’, ’is’)—’This’, (’o’, ’u’)—’ou’, (’s’,
’e’)—’se’, (’Gto’, ’k’)—’Gtok’, (’Gtok’, ’en’)—’Gtoken’,
(’n’, ’d’)—’nd’, (°G’, ’is’)—’Gis’, (°Gt’, *h’)—’Gth’,
(’Gth’, ’e’)—’Gthe’, (’i’, ’n’)—’in’, (°Ga’, ’b’)—’Gab’,

(’Gtoken’, ’i’)—’Gtokeni’
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GPT: Generative Pretrained Transformer

Byte-Pair Encoding tokenization

@ Final vocabulary
[’<|endoftext|>’, *,”, *>.’, °C’, ’F’, "H’, °T’, ’a’, ’b’,
)C), )d), )e)’ )f” )g” )h)’ ’iJ’ ’k)’ ’l), JmJ, Jnl, Jo),
p?, r’, ’s?, t?, Cu’, v, w’, ’y’, 'z, ;G;, ’Gt’, rig?,
‘er’, ’Ca’, ’Gto’, ’en’, ’Th’, ’This’, ’ou’, ’se’, ’Gtok’,
’Ctoken’, ’nd’, ’Cis’, ’Cth’, ’Gthe’, ’in’, ’Cab’, ’Gtokeni’]

o To tokenize a new text, we pre-tokenize it, split it, then apply all the
merge rules learned

"This is not a token." — [’This’, ’Cis’, ’(}’, ‘n’, ’0’, ’t’,
’Ga’, ’Gtoken’, ’.°]
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GPT: Generative Pretrained Transformer

OpenAl GPT

@ Supervised finetuning: Given m input tokens {ml, . ,xm} and its label y.
Input the tokens into the pretrained model and obtain the encoded feature
vector h;" and use an FC layer to obtain the final prediction

P(y]| zt, .. ., &™) = softmax (h;"Wy),
Ly(C) = ZlogP(y | xl,...,xm) ,
@,y

Ls(C) = L2(C) + AL1(C),

where X is generally set as 0.5 to maintain the capability of next-word
generation
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GPT: Generative Pretrained Transformer

c,::i':‘e, Classification l Start

Entailment [ start

Toxt | o ||+ Tansiormer
Premise | Deim | sis | Extact \]—-| L Linear

Layer Norm

O

Feed Forward I

Masked Multi
Self Attention

Text & Position Embed

@ During finetuning, only the output W, layer and delimiter token is

finetuned
@ GPT-1 uses byte pair encoding (BPE) + special tokens to form the
vocabulary:

o < s >: Start

e < e >: Extract (End)
e < p >: Premise

e < h >: Hypothesis

o Delimiter
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Similarity
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Context | Delm | Answer1 | Extract \]—-| T

Linear

Muttiple Choice | stat | Context | Deim | Answer2 | exvact H..{

Linear
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GPT: Generative Pretrained Transformer

Classification [ st | Text | Exvact H—-{ Transformer || Linear |
Entaiiment [ st | Premise | Deim | Hypothesis | Extact H-\ Transformer || Linear |

[Csan | Text1 [ veim | Textz | Exax H—-{ Transformer [

[T

Similarity

san | Todz [ oem | Tex1 \Ex‘.mﬂhansm,)

®
Transformer
—— [ [ Gontext | veim | AnsworN | Esvact ] -{ Tramstamer

Classification: Start and end tokens to the two ends of the original
sequence as input into the transformer. The final FC layer for prediction
Entailment: Add premise and hypothesis (separated by delimiter). Add
start and end tokens to the two ends. Use Transformer and the final FC
layer for prediction

Text Similarity: Input the two sentences A and B and swap their order
and reinput into the two sentences. Concatenate the two embeddings after
the transformer and input into the final FC layer for estimation

Multiple Choices: Convert n-choice question into n binary questions and
input into the transformer. Choose the answer with-the highest probability.

(s [ Gontnt [ oo | Answers. | oot - Trarstomer

Muttple Choice [ San | Context | Deim | Answer2 | Exvact ||
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GPT: Generative Pretrained Transformer

12 Transformer layers with masked attention and 12 multi-attention heads
768-d word embeddings and positional embeddings
FFN 3072-d embeddings

GELU as the activation function

@ BooksCorpus training dataset with 70 unpublished books. The books are
never seen before and can better test the model's generalization capability
on downstream tasks

@ Achieve state-of-the-art performances in 9 out of 12 supervised tasks and
also show great zero-shot capability on unseen tasks

Table : Analysis of various model ablations on different tasks. Avg. score is a unweighted average
of all the results. (mc= Mathews correlation, acc=Accuracy, pc=Pearson correlation)

Method Avg. Score  CoLA  SST2 MRPC STSB  QQP MNLI QNLI  RTE

(mc) (acc) (F1) (pc) (F1) (acc) (acc) (acc)
Transformer w/ aux LM (full) 74.7 454 91.3 82.3 82.0 70.3 81.8 88.1 56.0
Transformer w/o pre-training 59.9 18.9 84.0 79.4 30.9 65.5 75.7 712 53.8
Transformer w/o aux LM 75.0 479 92.0 84.9 832 69.8 81.1 86.9 54.4
LSTM w/ aux LM 69.1 30.3 90.5 832 71.8 68.1 73.7 81.1 54.6
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GPT: Generative Pretrained Transformer

o GPT-2 aims at utilize the same learning model to tackle multiple tasks
o With task conditioning, GPT-2 can handle zero-shot learning tasks. New
downstream tasks don’t need to provide any training labels and just use
instruction to understand the task

Problem setups of GPT-2 vs. GPT-1

p(output|input) vs. p(output|input; task)
Every task is a sub-set of natural language modeling. During training, the
answers of the tasks are given. During inference, no answer is provided
Reading Comprehension

d15d27"~7dN, "Q:", q1,42,...,4M "ALM

Summarization

di,da,...,dn, "TL;DR:"

Translation
Sentence 1 in Language A, "=", Sentence 1 in Language B
Sentence 2 in Language A, "=", Sentence 2 in Language B

Sentence 3 in Language A, ="

Prof. LI Hongsheng ELEG 5491: Introduction to Deep Learning



GPT: Generative Pretrained Transformer

o GPT-2 utilizes 40GB WebText dataset, which consists of articles from
Reddit 8M posts with high upvotes and excludes Wikipedia articles

@ 48 transformer layers

@ The vocabulary is expanded to 50,257. The context size is expanded from
512 to 1024 tokens and a larger batch size of 512

@ Move the normalization before each sub-block and add a layer
normalization after the final transformer block

@ A modified initialization which accounts for the accumulation on the
residual path with model depth is used. Weights of residual layers are
scaled at initialization by a factor of 1/\/ﬁ where N is the number of
residual layers

(2) post-LN (b) pre-LN
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GPT: Generative Pretrained Transformer

DECODER

DECODER

DECODER

oECO0ER DECoDER
DECODER DECODER

DECODER DECODER

DECODER DECODER DECoDER

DECODER DECODER ' DECODER

@ Results

Reading Comprehension Translation Summarization 10 Question Answering
90 Human o5 |Unsupervised Statistical MT: 32{lead-3
80 230 811 1Open Domain QA Systems 1 1|
20/ o, ponet
28
70 w
] > 6
15 |Denoising + Backtranslate 32 g
= 60 s
I} < 24 {Seq2seq + Attn 2
5 g a4l
50 10 {Embed Nearest Neighbor- 822 <4
& |Random-3
Denolsin: 3
0 g g2 2]
1 2
30 187 ‘most freq Q-type answer|
= ——— 16| ol = —
17m 345M 345M  762M  1542M117M 345M  762M  1542M117M 345M  762M  1542M

# of parameters in LM # of parameters in LM # of parameters in LM # of parameters in LM




GPT: Generative Pretrained Transformer

o GPT-3is a

huge model
and has 175B
parameters,
45TB training
data, and a
training cost
of 12M USD

It explores
three training
strategies,
zero-shot,
one-shot, and
few-shot
learning

The three settings we explore for in-context learning

Traditional fine-tuning (not used for GPT-3)

Zero-shot

The model predicts the answer given only a natural language
description of the task. No gradient updates are performed.

Translate English to French

cheese =>

One-shot

In addition to the task description, the model sees a single
example of the task. No gradient updates are performed.

Translate English to French task descrif
sea otter => loutre de mer example
cheese => prompt

Few-shot

In addition to the task description, the model sees a few
examples of the task. No gradient updates are performed.

Translate English to French task description
sea otter => loutre de mer examples
peppermint => menthe poivrée

plush girafe => girafe peluche

cheese => prompt

Prof. LI Hongsher

Fine-tuning

The model s trained via repeated gradient updates using a
large corpus of example tasks.

sea otter => loutre de mer example #1

peppermint => menthe poivrée example #2

plush giraffe = girafe peluche

cheese => prompt

Introduction to Deep Learnil



GPT: Generative Pretrained Transformer

GPT-3's in-context learning (ICL) capability

@ GPT-3 is a huge model and has 175B parameters, 45TB training data,
and a training cost of 12M USD

o After pretraining, GPT-3 can magically have the ability to be adapted by a
few instruction-answer examples
In-context learning pipeline

1. Pretraining documents
are conditioned on a
latent concept (e.g.,
biographical text)

Albert Einstein was a German theoretical physicist, widely
acknowledged to be one of the greatest physicists of all time.
Einstein is best known for developing the theory of relativity, but
he also ....

Concept
(e.g., wiki bio)

Input (x) Output (y)  Delimiter

2. Create independent Albert Einstein was German \n
examples from a shared
concept. If we focus on full

names, wiki bios tend to Concept —_— i d
relate them to nationalities. (e, wiki bio) Metatma Gandhiwes e "
\ .brilliant?
4 f ?
Marie Curie was f ...Polish?

3. Concatenate examples into a prompt and predict next word(s). Language model (LM) implicitly
infers the shared concept across examples despite the unnatural concatenation

Albert Einstein was German \n Mahatma Gandhi was Indian \n Marie Curie was ~—> = Polish

roduction to Deep Learning



GPT: Generative Pretrained Transformer

Quantity Weight in Epochs elapsed when

Dataset (tokens)  training mix training for 300B tokens
Common Crawl (filtered) 410 billion 60% 0.44
WebText2 19 billion 22% 29
Booksl 12 billion 8% 1.9
Books2 55 billion 8% 0.43
Wikipedia 3 billion 3% 34

Figure: Datasets used to train GPT-3.
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GPT: Generative Pretrained Transformer

Zero-shot One-shot Few-shot

175B Params

Natural Language

60 Prompt

50

40

30

Accuracy (%)

~-= 13B Params

1.3B Params

Number of Examples in Context (K)

Figure: In-context learning performance on a simple task requiring the model to
remove random symbols from a word, both with and without a natural language task

description. The steeper “in-context learning curves” for large models demonstrate
improved ability to learn a task from contextual information.
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GPT: Generative Pretrained Transformer

GPT-3 Results

100 Aggregate Performance Across Benchmarks

Few Shot
—e— One Shot
80 —e— Zero Shot

Accuracy
[«2]
o

N
o

20

0.1B 04B 08B 1.3B 2.6B 6.7B 13B 175B
Parameters in LM (Billions)

Figure: Aggregate performance for all 42 accuracy-denominated benchmarks While
zero-shot performance improves steadily with model size, few-shot performance
increases more rapidly, demonstrating that larger models are more proficient at
in-context learning.
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GPT: Generative Pretrained Transformer

InstructGPT

@ The GPT-3 model can be coaxed to perform natural language tasks using
carefully engineered text prompts

@ But these models can also generate outputs that are untruthful, toxic, or
reflect harmful sentiments

o This is because GPT-3 is trained to predict the next word on a large
dataset of Internet text, rather than to safely perform the language task
that the user wants

o To make the GPT models safer, more helpful, and more aligned, OpenAl
introduces InstructGPT and uses an existing technique called
reinforcement learning from human feedback (RLHF) to finetune a
pretrained GPT model

Prof. LI Hongsheng ELEG 5491: Introduction to Deep Learning



GPT: Generative Pretrained Transformer

Timeline of GPT-3 and GPT-3.5

GPT-3 Series

GPT-3.5 Series

i Large-scale language model pretraining
Training on code

GPT-3 Initial i i
L_ —l Instruction tuning

Codex Initial ‘ InstructGPT Initial

l LM + code training then instruction tuning

l Supervised instruction tuning

RLHF l— a _l RLHF

Prof. LI Hongsheng ELEG 5491: Introduction to Deep Learning



GPT: Generative Pretrained Transformer

GPT-3 series

Codename Training Method Model Size ~ Corpus Size Release Time Remarks
GPT-3 davinci Unsupervised 175B 570GB May 2020 Weak language under-
Pretraining standing ability
CodeX code-davinci-001  Unsupervised pre- 12B 179GB code Jul. 2021 Code completion for
training on code from Github copilot
InstructGPT  text-davinci-001  Finetuning on su-  175B 13k SFT, 33k  Mar. 2022 Strong zero-shot ca-
pervised tasks RM, 31k RL pability
code-davinci-002  Unsupervised pre-  >175B? 179GB code  Jul. 2022 Emerging capability of
GPT-3.5 training on code from Github chain-of-thoughts
text-davinci-002 ~ Based on code- >175B7 >7.7k Jul. 2022 Much stronger zero-
danvinci-002, human shot capability
finetuning on annotations
supervised tasks
text-davinci-003  Based on text- >175B7 >7.7k Dec. 2022 Safer generation re-
danvinci-002, add human sults
RLHF and focus annotations
on in-context
learning
ChatGPT Based on text- >175B? >7.7k Dec. 2022 Safer generation re-
danvinci-002, add human sults
RLHF and focus annotations

on  multi-round
conversation
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GPT: Generative Pretrained Transformer

InstructGPT Method

step1 Step2 Step3
Collect demonstration data, Collect comparison data, Optimize a policy against
and train a supervised policy. and train a reward model. the reward model using

reinforcement learning.

Apromptis Aprompt and Anew prompt
sampled from our EW oo several model Ewhmm is sampled from w,..:.w
prompt dataset. landing 02 6 yearod outputs are landing 0  yearold the dataset. about foge
sampled. |
\ § \J
Alabeler The policy rro
oo
demonstrates the @ generates A =
desired output an output. N
behavior. Some paople went *
fothemeon Alabeler ranks
! the outputs from @ T
This data is used best to worst. _ I
to fine-tune GPT-3 0-0-0-0 The reward model -
with supervised | c:f:::;zf a ZA
learning. r $
9 This datais used - the output a4
to train our S '
reward model. 7 The reward is
17 J
0-0-0-0 used to. update k
the policy
using PPO.

Figure: A diagram illustrating the three steps of our method: (1) supervised
fine-tuning (SFT), (2) reward model (RM) training, and (3) reinforcement learning via
proximal policy optimization (PPO) on this reward model. Blue arrows indicate that
this data is used to train one of the models. In Step 2, boxes A-D are samples from
the models that get ranked by labelers.
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GPT: Generative Pretrained Transformer

InstructGPT

o SFT dataset: The prompt dataset consists primarily of text prompts
submitted to the OpenAl API on the Playground interface
@ In addition, OpenAl hired 40 human labelers to write prompts themselves
and requested labelers to write three kinds of prompts:
o Plain: We simply ask the labelers to come up with an arbitrary task, while
ensuring the tasks had sufficient diversity
o Few-show: We ask the labelers to come up with an instruction, and
multiple query/response pairs for that instruction
o User-based: We had a number of use-cases stated in waitlist applications to
the OpenAl APl. We asked labelers to come up with prompts corresponding
to these use cases
@ These prompts are very diverse and include generation, question answering,
dialog, summarization, extractions, and other natural language tasks

Table 1: Distribution of use Table 2: Illustrative prompts from our API prompt dataset. These
case categories from our APl are fictional examples inspired by real usage—see more examples

prompt dataset. in Appendix A.2.1.
Use-case (%) Use-case Prompt
Generation 45.6% Brainstorming _ List five idcas for how (0 regain enthusiasm for my
Open QA 12.4% career
insi 29
g;“:[“"”"‘““g ! ;'3; Generation Write a short story where a bear goes to the beach,
- makes friends with a seal, and then returns home.
Rewrite 6.6%
Summarization  4.2% Rewrite “This is the summary of a Broadway play:
Classific 3.5%
Other 3.5% summary}
Closed QA 2.6%
Extract 1.9% is the outine of the commercial for that play:
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InstructGPT

GPT: Generative Pretrained Transformer

Use Case,

Example

brainstorming

‘What are 10 science fiction books I should read next?

classification

Take the following text and rate, on a scale from 1-10, how sarcastic the person
i being (1= not at all, 10 = extremely sarcastic). Also give an explanation

(text)

Rating

classification

This is a list of tweets and the sentiment categories they fall into.

Tweet: {tweet_contentl )
Sentiment: (sentiment!)

Tweet: {tweet_content2)
Sentiment: sentiment2}

classification

{java code}

What language is the code above written in?

classification

papers to see if they contain
i important citation

You are a very serious professor, and you che
miscing citaions. Given the ex,aay whather i i i
(YES/NO) and which sentence(s) require citing,

(text of paper]

Use Case Example
generation Here's a message to me:
{email)
Here are some bullet points for a reply:
{message)
Write a detailed reply
generation “This is an article about how to write a cover letter when applying for jobs:
It's important to spend some time
‘generation ‘write rap lyrics on the topics mentioned in this news article:
{article)
rewrite ‘This s the summary of a Broadway play:

{summary }

This is the outline of the commercial for that play:

Introduction to Deep Learn



GPT: Generative Pretrained Transformer

InstructGPT

Human annotation interface

Instruction

Summarize the following news article:

{article}

Prof. LI Hongsher

Include output

Page[3 ]/ 11 »

Output A
summaryl

Rating (1 = worst, 7 = best)

Fails to follow the correct instruction / task ? O
Inappropriate for customer assistant ?
Contains sexual content
Contains violent content

Encourages or fails to discourage
violence/abuse/terrorism/self-harm

Denigrates a protected class

Gives harmful advice ?

Expresses moral judgment

Notes

Introduction to Deep Learni

Total tin

n
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GPT: Generative Pretrained Transformer

InstructGPT

@ Reward modeling (RM) dataset: a dataset of prompts submitted to early
InstructGPT models on OpenAl APl and human annotated instructions
and use partially trained InstructGPT for answering. Ask human labelers
to rank the answers and train a reward model

@ PPO dataset: Use the reward model above to finetune the InstructGPT
model

Ranking outputs

o be ranked
Ateam of researchers from Parrots have been found to
Yale University and University | | have the abilty to understand
of Calif b
vocalization patterns of several || found that parrots can
They n
n
I h, and can produce | | pa
 wide range of sounds, such as | | amount of food items under a
whistles, squaywks,and other number of cups.
types of vocalizations.
Rank 1 (best) Rank2 Rank3 Rank 4 Rank s (worst)
Aresearch groupin the Scientists have found that
United States has found that green-winged parrots can tell
rtots can imitate human the difference betvwe
Speech with ease, and some of noises that are the same except
them can even do 5o in the same for the order in which they are
he

‘make in their ts toimitate sounds.
‘and found that they use their ‘shows that they are able to
tongues and beaks in ways that understand the difference
are strikingly. between sounds.

Current research suggests
that parrots see and hear things

ultraviolet light, an abilty
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GPT: Generative Pretrained Transformer

InstructGTP

SFT Data RM Data PPO Data
split  source size split  source size split  source size
train  labeler 11,295 train  labeler 6,623 train  customer 31,144
train  customer 1,430  train customer 26,584 valid customer 16,185
valid labeler 1,550 valid labeler 3,488
valid customer 103 valid customer 14,399

Figure: Data sizes of ChatGPT.

Oataset Dataset
RealToxicity TruthfulQA
opT p1

2 ]

06

— _— 4

= P Model
InstructGPT 0196 InstructcPT o413 £ |- T e PP
— — &

F PPO

£
APLOataset AP Datasat g Ot SFT
Hallucinations Customer Assistant Appropriate s GPT (prompted)
GPT GPT e GPT
— SR c

£o2
Supervised Fine-Tuning 0078 Supervised Fine Tuning
InstructGPT InstructGPT 0502 = ry e

Model size

Figure: (Left) InstructGPT generates safer, cleaner, more truthful, less toxic outputs.
(Right) Human evaluations on OpenAl APl prompt distribution. InstructGPT
(PPO-ptx) and its variant without pretraining (PPO) outputs GPT-3 baselines (GPT,
GPT prompted) significantly.
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GPT: Generative Pretrained Transformer

Discussions

@ When using the pretraining-finetuing paradigm, BERT or T5 methods still
show better performance than the generative models

@ However, AR language model + Prompting (e.g., GPT models) is
currently the dominating methods
o Key reasons:
o Generative model can unify all types of outputs via word generation since
Google's T5
o If using zero shot/few show prompting and abandon actual finetuning, AR
model is a must

@ Why zero shot/few shot prompting is preferred?

@ LLMs should already encode all knowledge seen during training and are
generally quite huge. Such LLMs are unlikely to be finetuned repeatedly at
different scenarios (the cost is simply too high)

o Given the huge pretrained LLM, zero shot/few shot prompting can help
the LLM to unleash its full capability. However, few shot prompting is
actually not a natural way for humans to define a task. When better
interface is introduced, it might be abandoned
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GPT: Generative Pretrained Transformer

InstructGPT: Create New and Natural Interface for LLM

@ Compared with GPT-3.5, InstrctGPT uses instructions to replace few-shot
prompts

@ Does InstructGPT inject new knowledge into LLM? Yes and no.

@ No: the new data amount used in InstructGPT is so few compared with
the data size used for pretraining LLM

@ Yes: the newly injected instructions are mostly used to “teach” the GPT
model to be polite, non-toxic, and to follow human preferences. Such
capability might be already embedded in the pretrained LLM but need to
be specifically motivated

o Make GPT adapt human preference instead of requiring humans to adapt
GPT. Instructions are more natural than few-shot prompting
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GPT: Generative Pretrained Transformer

Some future research directions

@ How to better integrate multi-modal data into LLM and absorb
multi-modal knowledge, to handle multi-modal inputs and handle
cross-modal tasks (pretraining or end tasks) in other fields

@ How to better design interfaces (e.g., in-context learning & instructions)
to better motivate the embedded capability of LLM to handle tasks (e.g.,
chain of thoughts)

In-Context Learning

What color )

Summarization color

panda? ‘{m is the | | Yellow
Summarize the Black and e Multi-Turn Dialogue
following text: white 08¢
st uhie

General-Purpose Interface
L L O Caa]
B ES R 42
General-Purpose Interface ‘

_’ Language ID Vision | D :l forspage modetog )

Q: What's this?
A

[ e Determine the
Oace oo sentiment: “spiffy ——
animated feature” “Tuskegee football

Visual Question coach and athletic

Answering Positve | yreckr ey ‘ Beijing

Instruction Following Cross-Lingual
Sports
with Fi Models P Question

Classification Answering
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GPT: Generative Pretrained Transformer

Knowledge in LLM

@ Two types of knowledge in LLM: language knowledge and word knowledge

o Language knowledge: grammar, parts of speech of words, syntax,
semantics of natural languages

@ World knowledge. 1) Factual knowledge: “Biden is the US President”,
" 2) Common sense knowledge: “humans have two eyes”, “the sun rises
from the east”

@ LLM can learn knowledge from training text data

@ World knowledge is mostly memorized in the intermediate and high layers,
especially intermediate layers, of the Transformers

o For a BERT-series model, a training corpus of 10M-100M words is enough
for learning language knowledge
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GPT: Generative Pretrained Transformer

Knowledge in LLM

@ Where does Transformer store the knowledge? Apparently, knowledge
must be stored in the network weights

@ For a Transformer, 1/3 parameters are in the multi-head attention (MHA)
layers and 2/3 parameters are in the FFN layers

@ MHA layers are mostly used to model inter-word or inter-knowledge
relations for information aggregation. It is mostly establishing the relations
between words and knowledge and they are unlikely to store knowledge

@ Therefore, LLM models mostly store the knowledge in FFN layers

@ In the paper “Transformer Feed-Forward Layers Are Key-Value Memories”,
the authors regard FFN as key-value memories to store knowledge
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GPT: Generative Pretrained Transformer

Knowledge in LLM

@ The output feature from MHA sub-layer is input into the FFN sub-layer

o If FFN stores the knowledge, the MHA output feature is fed into the FFN
and can serve as the key to retrieve the knowledge in FFN

@ In the first FC layer, the FFN determines which neurons/knolwedge is
acitvated. In the second FC layer, the FFN aggregates the merged
knowledge

@ This paper also made a similar conclusion: lower FFN layers store wording
and sentence patterns, and intermediate and higher FFN layers encode
world knowledge

[ resomeraes ] { Factusl Knowledge

I Q27 )P
E E E E J. (Azorbaijan) | ~capital
C

Feed-Forward
Network

selfattention layer

. . . Self-Attention Layer

Say wih you for

From: 1.Transformer Feed-Forward Layers Are Key-Value Memories
2Knowledge Neurons in Pre-trained Transformers
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GPT: Generative Pretrained Transformer

Revising the Knowledge in LLM

o Method 1: In the paper “Towards Tracing Factual Knowledge in
Language Models Back to the Training Data”, authors try to track down
which training data cause the LLM learn the knowledge. Revise the
training data and re-training again

@ However, finetuning a LLM would be very time-consuming and is
impractical as the knowledge in LLM needs to be constantly updated

@ Method 2: In the paper “Modifying Memories in Transformer Models”,
based on knowledge to be revised, build a finetuing dataset and finetune
the LLM.

@ Again, it requires constantly finetuing

o Method 3: In the paper “Locating and Editing Factual Associations in
GPT" and “Mass-Editing Memory in a Transformer”. They localize
parameters related to knowledge to be revised and directly modify the
knowledge-related parameters
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GPT: Generative Pretrained Transformer

Scaling up LLMs

@ In OpenAl's 2020 paper “Scaling Laws for Neural Language Models”, they
have investigated how to scale up the LLM

@ Separately scaling up training data size, model parameters, training time
(epochs) all lead to the decrease of test loss

@ How to balance the three aspects. OpenAl chose to increase the data size
and model parameters, but uses early stop to decrease the training time

o If the total computational resources increases by 10X, then the model
parameters and data size should be scaled up by 5.5x and 1.8x,
respectively

N L=(D/5.4-101)-00% | 56 L=(N/8.8-101)-00%
39 48

30
24
L= (Crin/2.3+108)70050

fo® 107 10° 10 10 10! 1ot 100 10 10 107

Compute Dataset Size Parameters
PF-days, non-embedding tokens non-embedding

Test Loss

o DeepMind's 2022 paper “Training Compute-Optimal Large Language
Models” has a similar conclusion: If the total computational resources
increases by 10x, then the model parameters and data size should be
scaled up by 3.3x and 3.3, respectively
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GPT: Generative Pretrained Transformer

Scaling up LLMs

Highest linearity tasks Highest breakthroughness tasks
70  —— mult_data_wrangling —e— figure_of_speech_detection
—— qga_wikidata 25 H—— mternanonaliphonetlciaIphabetitransllterare/
60 —e— linguistic_mappings —e— periodic_elements
—e— date_understanding —e— modified_arithmetic /
) —e— conlang_translation @ 20  —— repeat_copy_logic
o —e— unit_conversion o —e— word_unscrambling
@ &
- 40 © 15
(] (9}
) &
® 30 ®
€ €10
= =
o 20 <}
=z =
10 5
0 X
0
107 108 10° 10%° 10% 107 108 10° 10%° 101!
(a) Effective parameter count (b) Effective parameter count

Figure: (Left) Effect of scaling up LLMs. (Right) Emergent ability when the LLM
parameter size reaches a certain threshold.
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GPT: Generative Pretrained Transformer

Improving Reasoning Capability of LLMs

@ When scaling up LLMs to a certain size, they show reasoning ability to
some extent

@ Two categories of methods to improve the reasoning ability: 1)
Prompt-based methods: to study how to develop better prompts to
activate the underlying reasoning ability of the LLM; 2) Code-based
training data (e.g., OpenAl’s ChatGPT): including code into the text
training data to enhance the reasoning ability.

o We will discuss more on the first category of methods

@ There are three lines of research on prompt engineering in this direction
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GPT: Generative Pretrained Transformer

Improving Reasoning Capability of LLMs

o Line 1: Zero-shot CoT. Directly appending prompts about reasoning to
the question and into the answer as introduced in the 2022 paper “Large
language models are zero-shot reasoners”

@ Following the question, adding the prompt “Let's think step by step”

o Before outputting the final answer, adding the prompt “Therefore, the
answer (arabic numbrals) is"

[1st prompt] [2nd prompt]
Reasoning Extraction Answer Extraction

Q: On average Joe throws 25 punches per } /"Q: On average Joe throws 25 punches per
-

minute. Afight lasts 5 rounds of 3 minutes. How minute. A fight lasts 5 rounds of 3 -+
many punches did he throw? A: Let's think step by step.
(_A: Let's think step by step.
In one minute, Joe throws 25 punches. «-In five

& /7| rounds, Joe throws 5 * 75 = 375 punches.
Cuw ] ! \Therefore, the answer (arabic numerals)is )
S ! &
/ um
n one minute, Joe throws 25 punches J/ (ST
In three minutes, Joe throws 3 * 25 = 75 punches. <
(_Infive ounds, Joe throws 5 * 75 = 375 punches. C 375 )
Arithmetic
SingleEq  AddSub  MultiArith GSMS8K  AQUA  SVAMP
zero-shot 74687 122770 17227 104125 24224 S88/587
zero-shot-cot 78O787 696747 787793 407405 33SALY 621637
‘Common Sense Other Reasoning Tasks  Symbolic Reasoning
Common  Siraicgy  Date Shuffled  LastLetter  Coin Flip
SenseQA QA Understand _ Objects (4 words) (4 times)
zero-shot 688726 127543 493336 313297 02 128538
zero-shot-cot 6460640 S48/S23 615618 S24IS29 516 9IL4BTE

Figure: Zero- shot chain of thoughts.
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GPT: Generative Pretrained Transformer

Improving Reasoning Capability of LLMs

@ Why it works? It might be because there are a large number of such
sentences in training corpus. Such a prompt can activate the underlying
reasoning capability of the pretrained LLM

@ Line 2: Few-shot CoT. In the 2022 paper “Chain-of-Thought Prompting
Elicits Reasoning in Large Language Models”, it provides few-shot
prompts to LLM to “teach” LLM how to properly reason

Standard Prompting Chain of Thought Prompting
Q: Roger has 5 tennis balls. He buys 2 more cans of | Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? tennis balls does he have now?
A: The answer is 11. A: Roger started with 5 balls. 2 cans of 3 tennis balls

each is 6 tennis balls. 5 + 6 = 11. The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
do they have? || make lunch and bought 6 more, how many apples
AN . ), do they have?
— _/

' A The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 + 6 = 9. The
answeris 9. ¢/

‘:’ A: The answer is 27. x
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Improving Reasoning Capability of LLMs

@ In the 2022 paper “Self-Consistency Improves Chain of Thought
Reasoning in Language Models”

@ Use CoT to provide several reasoning paths and choose the one with the
largest marginal probability

Greedy decode
}“‘{ This means she uses 3 + 4 = 7 eggs every day.

She sells the remainder for $2 per egg, so in 5
total she sells 7 * $2 = $14 per day. The answer is $14.

The answer is $14.

Chain-qf-thought Language
prompting model

Self-consistency sample a diverse set of Marginalize out reasoning paths
reasoning paths to aggregate final answers
o |
/Q: If there are 3 cars in the parking She has 16 - 3 - 4= 9 eggs \
lot and 2 more cars arrive, how many /| left. Soshe makes $2*9 = | The answer is $18.
cars are in the parking lot? [ | $18 per day. 1 \
\

A: There are 3 cars in the parking lot
already. 2 more arrive. Now there are
3+2=5 cars. The answer is 5.

1
This means she she sells the \

remainder for $2* (16 - 4 - 3) The answer is $26. Y
= $26 per day. 1 \
Language } The answer is $18.
model

She eats 3 for breakfast, so |

she has 16 - 3 = 13 left. Then |

she bakes muffins, so she 1 The answer is $18.
has 13 - 4 = 9 eggs left. So

she has 9 eggs * $2 = $18.

Q: Janet's ducks lay 16 eggs per day.
She eats three for breakfast every
morning and bakes muffins for her
friends every day with four. She sells
the remainder for $2 per egg. How
much does she make every day?

A:

oduction to Deep Learnin,
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Improving Reasoning Capability of LLMs

o Line 3: Divide and Conquer. In the 2022 paper “On the Advance of
Making Language Models Better Reasoners”

@ Use the original question to generate a prompt: “To solve” the original
question “, we need to first solve:”, generated subquestion

@ We then obtain the subanswer of the subquestion, append the
subquestion+subanswer as the new prompt, and ask the final question

Problem Reduction
Ve N
A: To solve “"How many times

T
Q: Ittakes Amy 4 minutes to ciimb to the top —
of a slide. It takes her 1 minute to side down. | Language — "':.':’: == 0"6 st
‘The water slide closes in 15 minutes. How | Model .

borey
many times can she slide before it cioses? ive: “HoRilong dows each

Stage 1 trip take?"
p

Stage 2

It takes Amy 4 minutes to climb to the top of a
slide. It takes her 1 minute to slide down. The
slide closes in 15 minutes.

Q: How long does each trip take?

A: Ittakes Amy 4 minutes to
ciimb and 1 minute to siide

| Language
Model

down. 4 + 1= 5. So each trip
takes 5 minutes.

Subquestion 1

ﬂﬁakesAmy 4 minutes to climb to the wpm
aslide. It takes her 1 minute to siide down.
The slide closes in 15 minutes.

Q: How long does each trip take?

o
A: The water slide closes in
15 minutes. Each trip takes 5

Append model | A Ittakes Amy 4 minutes to cimb and 1 L“';‘g:“lle minutes. So Amy can siide
Subquestion1 | minute to slide down. 4 + 1= 5. So ach trip = 15+ 5=3 times i
takes 5 minutes. & —
Subauestion2 | Q: How many times can she side before it J
‘\cmn )
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Improving Reasoning Capability of LLMs

@ Integrating code in the pretraining phase also improves the reasoning
capability of LLMs

@ code-davinci-002 improves over GPT-3 davinci over 20-50% accuracy

Method

GSMEK.

AsDiv

MultiAsith

SVAMP___SingleE SimegyQA__ CLUTRR

Previous SOTA (Fic-tuning) 7% (g 3¢ 5747 25 9127 799 “on

9-12 year olds (Cobbe et al., 2021) 60 - - - - - - -

TaMDA 1378;

Greody Decode 1 90 si8 389 566 519 654

Self-Consistency 217 582 757 533 . 1 18

PALN 5405

Grecdy Decode 565 7450 917 0 95 90 753

SelfConsistency 744 819 93 866 g 507 s16

‘GPPT-3 davinci (175B):

Greody Docode 87 314 34 22 82 a2 593 36

Self-Consistency 189 528 6 406 596 s14 659 s

DIVERS: WIGI20  SI6GAH  BI6(190) 469023 651655 T0GIT6)  619(20)  925(500)
371 w08 707 €0 733 655 03 184
582 769 %2 872 79 07 158

26120 B5E66 964680 827G 865(07)  M2663  THIG2  685GSED

553 755 88 05 815 74 78 329

Self-Consistency 767 62 986 855 937 713 73 356

DIVERSE B3GS6  BIGLY  WEGLY)  EOGLY  MIGLY MGG  TI6) 95960

Table 2: The comparison of DIVERSE, Greedy Decode and Self-Consistency. The previous SOTA results (fine-tuned
on non-gigantic pretrained transformers) are: a: Cobbe et al. (2021), b: Miao et al. (2020), ¢: Roy and Roth (2015),
d: Pietal. (2022), e: Hu et al. (2019a), f: Xu et al. (2021), g: Chowdhery et al. (2022), h: Sinha et al. (2019). The
parameter number of either text-davinci-002 or code-davinci-002 is hidden to us.
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